
Spoken Words: Activating 
Text-To-Speech through Eye Closure 

Abstract
Writing is a predominantly visual task. In the following, 
we describe a system that adds a new modality to 
computer-supported text editing: Listening with closed 
eyes.

We present a prototype, for which we combined a text-
to-speech software, Microsoft Word and a face tracking 
system. It reads out the current sentence in Microsoft 
Word as soon as the user closes both eyes.

In this paper we discuss further details of the concept 
and its background, describe the implementation of the 
prototype and disclose first user testing results, before 
we conclude our findings with an outlook on future 
research.
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Introduction
While every writer, be it at the computer or with pencil 
and paper, has his own style of improving his work, 
repeated reading and henceforth editing the text is 
common practice among authors of all skill levels. 

Text editing itself is a highly visual task, and especially 
for on-screen work, several health issues have been 
discussed, among them being eye-strain problems that 
result from lowered blink rate [1].

A commonly recommended  relief for these issues is to 
simply close the eyes, and take frequent breaks [2]. In 
this study, we investigated how closed eyes could not 
only serve as a kind of eye-strain relief, but also be 
valuable in terms of productivity. 

The proposed system allows the user to listen to a text 
he is editing in Microsoft Word, as soon as he closes his 
eyes. We hypothesized that this feature would indeed 
not only have relaxation-related advantages: It could 
offer its users a perspective change, which we will 
discuss in the following. 

Background 
The human eyelid serves a variety of purposes, such as 
the protection and moisturization of the eyeball [3], 
and the prevention of light from entering through the 
pupil [4]. Closing the eyes is important for humans 
during the onset phase of sleep [5], and is a central 
element of prayer and meditation in many cultures of 
the world [6][7][8].

In the context of GUIs, on the other hand, closing the 
eyes has never been of much interest: The prevalent 
modality of the graphical user interface is, of course, 
the visual. Here, closing the eyes seems just 
counterproductive.

From a psychological point of view, removing a sense 
causes our body to balance this lack through the other 
senses [9]. For instance, it has been shown that people 
who lost their sight at an early age or at birth were able 
to determine pitch differences in tones significantly 
better than sighted people [10].

Fig. 2: Auditive rehearsal upon eye-closure. The current 
sentence is read out loud through a text-to-speech software

Fig. 1: Visual text editing in Microsoft Word. 



Related Work
Alternative modalities have been an active field for 
researchers and designers in the past. Some of these 
approaches replaced the visual channel [11][12] with 
others (e. g. to make computers accessible for the 
impaired people), others combined several modalities 
into multimodal ways of interaction [13][14].  

While non-visual modalities have always been of 
interest in these investigations, assessing the eye-
closure of sighted users to initialize a non-visual mode 
has yet to be explored. 

Obviously, eye-closure has already been a possible user 
input since the first eye tracking applications were 
developed [15][16][17]. However, these were as well 
rather targeted to bodily impaired people, and it has 
often been argued that the eye is a sensory organ, and 
not a point-and-click device. 

It has been argued that proprioceptive feedback is a 
helpful means for the avoidance of mode errors [18], 
and closing the eyes would indeed add a strong 
proprioceptive feedback to its very mode.

We believed that we had found a way of interacting 
with closed eyes in a beneficial and natural way. It was 
the goal of this study to determine how helpful the 
system would prove itself in practice.

Implementation
The prototype was implemented using a commercially 
available text-to-speech product, Natural Readers [19], 
Microsoft Word [20], a face-finding software [21], a 
web cam, and a Java program that was able to create 
virtual keyboard events. 

The software was run on a 2.0GHz dual-core laptop, 
with the web cam placed on the upper edge of the 
screen. The face tracking operated at ~50fps, with a 
delay of ~250ms. 

Given the image data of every eye, we were able to 
determine an open eye from a closed one by detecting 
the pupils inside the eyes and distinguishing them from 
a closed eyelid through a  analysis of its shape and 
aspect ratio (Fig. 3a+b).

It is possible to mark the sentence at the cursor 
position in Microsoft Word by pressing the F8 three 
times in succession, so it can be copied (Ctrl-C) to the 
clipboard. Furthermore assigning Ctrl-F9 as the global 
shortcut for the text-to-speech software to speak the 
contents of the clipboard made it possible to have the 
current sentence read out loud through a sequence of 
automated keystrokes.

Leaving the normal text editing capabilities of Word 
untouched, the eyelid tracker waited for the user to 
close his eyes for more than 0.5 seconds. Once the 
closure was detected, the Java software generated the 
keystroke sequence as mentioned above and the 
sentence was read out.

User Test
The proposed system was tested by a group of 
volunteer users (3f, 6m, Ø25.7yrs.) of different skill 
levels. A control group (3f, 6m, Ø24.8yrs.), also 
including experts and novice users, was able to activate 
the text-to-speech functionality through a usual GUI 
button, and not instructed to close their eyes. Both 
groups were not informed about the expected outcomes 
of the experiments in advance. 

Fig. 3b: Eyes-closed state of 
the eyelid-tracking software, 
distinguishing pupils from 
eyelashes.

Fig. 3a: Eyes-open state of 
the eyelid tracking software



The users were given no particular task, but asked to 
try out the system after a short introduction. A 
questionnaire was handed to them afterwards, in which 
they were asked to rate the subjective bodily 
ergonomics and cognitive ergonomics of the system, on 
5 point scales. 

The bodily ergonomics scale reached from exhausting 
(-2) to relaxing (+2), the cognitive ergonomics scale 
reached from impairing (-2) to helpful (+2). Both scales 
included a neutral answer (0).

Test Results
A Mann-Whitney test was conducted on the results of 
the questionnaire. The bodily ergonomics were rated to 
be more relaxing in the experimental group (U = 
16,000; p = .024). No significant differences between 
the groups were found for the cognitive ergonomics, 
however we were able to determine a tendency that the 
eye-closure controlled system would be rated as more 
helpful than its mouse-controlled equivalent (U = 
19,500; p = .058) (Fig. 4).

The user comments in the interviews confirmed this: In 
the experimental group, users remarked that the 
feature was “helpful”, “relaxing” and offered a 
“interesting feeling to hear what the text sounded like”, 
but also that it would be “more time consuming” than 
simply reading the text again. 

Fig. 4: Subjective bodily (l.) and cognitive (r.) ergonomics for 
the proposed application; significantly higher ratings for bodily 
ergonomics (relaxation) in the experimental group, no 
significant differences between the groups for cognitive 
ergonomics (p = .058)

Further remarks included  that “spelling errors (would) 
probably not be found through listening”. On the other 
hand, “errors could be found which had previously been 
overseen”. Users also hypothesized that they might 
perceive the text differently, “possibly also in a more 
objective way”, because it was “read out by a another 
person's voice”, compared to when they read it 
themselves.

Discussion
The proposed system has demonstrated some strengths 
compared to the GUI-based version in the experimental 
group. Combining eye-closure with text-to-speech 
functionality adds further benefit to closing the eyes, 
which, in the computer context, only had relaxation 
advantages to date. 

It was criticized by the users that reading the text 
normally would be much faster, and that closing the 
eyes might be misinterpreted by the tracking system. 



Nonetheless, the overall ratings of the feature were 
better in the experimental group than in the control 
group. Furthermore, we conclude from the users' 
statements that closing the eyes helped them to focus 
on listening. 

The users stated that, on the one hand, they were able 
to find some errors in their work they oversaw before, 
but on the other hand, they overheard errors they 
might have noted while reading. This makes clear that 
the proposed system is not a replacement for re-
reading the text, but a helpful addition.

Conclusion
We believed that bypassing visuality in software 
interfaces could be advantageous, and “spoken words”, 
as opposed to “written words”, seem to be a promising 
approach. 

The system was well accepted among the test users, 
and showed facilities, compared to the GUI-based 
“eyes-open” alternative. Paradoxically, the users saw 
less, but the functionality increased their ratings of the 
experience.

Outlook
The proposed system offers the user a perspective 
change on his text. Perspective changes, be they 
physical or mental, are essential for our understanding 
of various matters, and we argue that a change away 
from the visual perspective is a interesting one, 
especially in the computer context.

With regards to this particular application, a long term 
study, distinguishing between professional and amateur 
writers could offer insights into the actual trade-offs 

between time-on-task, eye relaxation and the newly 
gained  “eyes-closed perspective”.

While removing a sensory channel to improve the result 
sounds inherently paradoxical, we encourage further 
research in this field, especially with regards to eyes-
closed interaction in the HCI field.
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